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Control strategies for reactive processes involving
vibrationally hot product states
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Abstract

We present an all optical control mechanism for the switching process in fulgides via electronically excited states in the presence of conical
intersections. The underlying photoreaction is the ring opening or closure of the central C6-ring chromophore. The control of this reaction is
realized with shaped laser pulses which are obtained by Optimal Control Theory. Our implementation of the algorithm enables the definition of a
target in the electronic ground state even if vibrationally hot product states are formed during the reaction demanding the appliance of a damping
function. We introduce a flexible target definition including all parts of the wavepacket that will reach the target region within a given time interval
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. Thereby the localization of the wavepacket inside this region at a specific point in time is not mandatory. A target definition in the ground state
acilitates the comparability to experiments. With this target, the control algorithm favors an all optical process which is faster than the relaxation
hrough the conical intersections. To enhance the possibility of experimental realizations, we analyze the optimized pump–dump sequence to allow
reconstruction and simplification of the laser field.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Fulgides are considered as promising candidates for molec-
lar switches [1–3] which can be used as active devices in
anotechnology and for the implementation of logic gates in
olecular computation. They are bistable and their isomers can

e distinguished by their physical properties. When used as the
ridging unit between an electron donor and acceptor moiety
hey offer the possibility to alter the system’s properties by a
pecific photochemical reaction. In the open form E (see Fig. 1),
nergy or electron transfer is possible, while the closed form C
uppresses fluorescence but leads to a fast radiation–less decay
2]. In our present investigations, we concentrate on the switch-
ng process between these two isomers which is initialized by a
aser excitation in the UV/vis. For an effective switch a very high
uantum yield is necessary, thus we suggest to enhance the yield
y the use of shaped femtosecond laser pulses. We use Optimal
ontrol Theory (OCT) to find these optimal laser pulses. In an
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iterative scheme, the shape of the laser field which guides the
wavepacket from the initial to the target state is optimized [4–8].
In the experiment, the optimized pulses are found in closed loop
set-ups based on genetic algorithms and are constructed by phase
and frequency modulation [9–13].

The control of reactive photochemical systems like fulgides
exhibits several challenges. Parts of the reaction occur in an
optically not accessible dark region. This requires the genera-
tion of an excited state wavepacket with well-defined features
like shape and momentum which subsequently evolves on the
hypersurface to the target in the ground state. In photoreactions
like in fulgides, where an ultrafast return to the ground state via
conical intersections is possible, vibrationally hot molecules are
formed during the reaction. Their numerical treatment becomes
challenging in the OCT algorithm where forward and backward
propagations are needed.

From an experimental point of view, the excitation fre-
quency lying in the ultraviolet is a solvable but demanding
task for pulse shaping [14,15]. Therefore we analyze the the-
oretically optimized pulse to extract the parts essential for the
switching process. Based on this knowledge, we try to approxi-
mate the optimal field by a sequence of simpler Gaussian laser
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Fig. 1. The ring opening of a cyclohexadiene unit to an all-cis hexatriene unit
constitutes the switching process of fulgides. The reactive coordinates r and
ϕ are indicated. The two dimensional potential energy surfaces include both
minima as well as two conical intersections connecting the excited state and the
ground state.

2. The system under consideration

Fulgides exist in two stable isomers which can be swapped
by a photochemical reaction (see Fig. 1). Their different absorp-
tion frequencies make them addressable individually and enable
a selective read-out. The active center of these molecules con-
sists of a cyclohexadiene/all-cis hexatriene subunit (indicated in
black in Fig. 1). The opening or closure of this ring subunit is
the decisive step in the switching process of the fulgides. There-
fore we concentrate our investigations on the reaction of this
subunit.

The ring opening of cyclohexadiene is a well known photo-
chemical reaction following the Woodward–Hofmann rules that
was studied experimentally [16–19] and theoretically [20–25].
After the excitation of cyclohexadiene the system evolves
through various conical intersections leading to a branching into
the ground states of both isomers cZc-hexatriene and cyclo-
hexadiene which correspond to isomers E and C in fulgides,
respectively. The following isomerizations of cZc-hexatriene to
its more stable trans-isomers are not important for our consid-
erations as they are sterically inhibited in fulgides. The most
important features of this ring opening reaction can be described
in two reactive coordinates r and ϕ (Fig. 1) introduced in [23].
The asymmetric squeezing of the ring is described by r and ϕ

is the angle between the two indicated diagonals. There are two
excited electronic states involved in the reaction. As it is known
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effect of the conical intersections connecting the excited state
with the ground state is calculated non-adiabatically with the
coupling elements derived by quantum chemical calculations
as described in [24]. In the following calculations, we regard
the backward reaction, i.e. the ring closure from isomer E to
isomer C.

3. Ground state target

The great challenge to control this reaction is made more
difficult by the fact that parts of the excited state are not acces-
sible by laser excitation. Only in the Franck–Condon regions of
both isomers transition dipole moments of relevant size allow
an optical transfer. Here a wavepacket must be prepared which
subsequently propagates freely along the desired pathway. We
could already demonstrate the control of this system within the
framework of OCT in [25], where an intermediate target was
used in the excited state. The intermediate target was a well-
defined wavepacket with respect to magnitude and direction of
momentum so that it evolved through a conical intersection to
the desired target. This solution relies on a fast transfer through
the conical intersections. However, this transfer is in general
not completed in one step. Thus, the system has to reach the
relevant conical intersection several times and a loss of con-
trol is inevitable if the conical intersections are located in an
optically dark region as it is in this case. In addition, no direct
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rom experiments that the initially excited electronic state is
epopulated completely within 10 fs [17], the coupling between
hese two states must be very strong. Therefore we treat the
wo crossing excited states as one adiabatic surface [25]. On the
esulting potential energy surfaces, derived from interpolation
etween ab initio data points, we perform quantum dynamical
alculations on a grid with the Chebychev propagation scheme
26,27]. The laser excitation is treated semi-classically and the
xperimental counterpart for the intermediate target is known
o far. Therefore it is desirable to define the electronic ground
tate of the wanted isomer as the target state. If we try to do so,
e encounter several challenges: after its return to the ground

tate through the conical intersections the wavepacket is vibra-
ionally hot and its kinetic energy is high enough to reach the grid
oundaries in the ground state. Due to the numerical implemen-
ation with periodic boundary conditions, the wavepacket must
ot evolve over the grid boundaries, but has to be damped away
f it reaches them. In addition, we assume that the parts of the
avepacket which cross the minimum of isomer C will finally

elax into this minimum. To mimic this process, the wavepacket
s damped in the minimum of isomer C too, as there is no relax-
tion into other coordinates or a bath included in our system
amiltonian. The real-valued damping function G, depicted in
ig. 2a), sets the corresponding parts of the wavefunction in

he ground state to zero [28,29]. Thus, the damping function
is not connected to any dissipation process, but prevents the

ccurence of a non-physical reaction progress (e.g. switching
o the other minimum in the ground state) by eliminating the
ffected parts of the wavepacket from the subsequent dynami-
al calculation. This damping process complicates the backward
ropagation needed in the optimal control algorithm. In OCT,
he optimal laser field is found by simultaneous propagations
f the initial wavefunction Ψ and the target wavefunction λ.
ackward propagation becomes necessary because initial and
nal state are defined at different points in time, namely at t = 0
nd t = T which is the maximum duration time of the laser field.

hen a spatial projection operator P is used to define the tar-
et region, the target wavefunction λ is built by letting P act
n Ψ .
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Fig. 2. (a) Ground state surface and damping function G (dark grey↔0,

white↔1). The axes are given in Bohr. (b) The target operator P. (c) (1 − G) P,
parts of the ground state wavefunction in this region are saved for the backward
propagation.

To enable the backward propagation, the damped parts are
saved, similar to the approach in [30], where a cutoff function
corresponding to our damping function was used at the grid
boundaries. To match our conditions, three spatial operators are
needed that act on the wavefunction in the electronic ground state
(see Fig. 2): the damping function G, the projection operator P
which defines the desired target region, and (1 − G)P, which
defines the parts of the wavefunction that have to be saved for
the backward propagation. To avoid numerical fluctuations, one
has to ensure that all these functions exhibit a smooth transition
from one to zero, here provided by a sin2(r, ϕ) function. The
exact shape of G has no influence on the target yield.

We perform the optimizations according to the following
scheme (cf. Fig. 3): after several timesteps dt the wavefunction
Ψ (tn) is split into two parts: GΨ is propagated further, (1 − G)Ψ
is split once more by P into parts in the target region which
are saved and parts which are canceled out. For simplicity, in
the Fig. 3 as well as in the following equations, we assume a
splitting after every timestep:

|Ψ (tn)〉 = G|Ψ (tn)〉 + (1 − G)|Ψ (tn)〉
= G|Ψ (tn)〉 + P(1 − G)|Ψ (tn)〉

+ (1 − P)(1 − G)|Ψ (tn)〉. (1)

F
a

At the selected final time of the propagation t = T, P operates
on the remaining part of Ψ (T), which leads to λ(T). Because of
the damping function, ||λ(T)||2 can be zero. The parts of Ψ that
have reached the target region at earlier times are not included
in λ(T) and a normalization of the target wavefunction is not
possible at this point in time. Therefore we do not use λ at time
T to calculate the yield. For the same reasons, it is not advisable
to calculate the electric field during a simultaneous backward
propagation of Ψ and λ as it is usually done when a projection
operator is used. Instead, we propagate λ back in time by using
the backward propagator U−1 with the same laser field (reversed
in time) and at the appropriate points in time, the saved parts
|Φs〉 = P(1 − G)/Ψ 〉 are added:

|λ(T )〉 = P |Φ(T )〉
|λ(T − dt)〉 = U−1|λ(T )〉 + |Φs(T − dt)〉
|λ(T − 2dt)〉 = U−1|λ(T − dt)〉 + |Φs(T − 2dt)〉
...

|λ(0)〉 = U−1|λ(dt)〉 + |Φs(0)〉

(2)

At time t = 0, a normalization leads to a well-defined target
wavefunction λnorm and the total yield can be calculated, includ-
ing now all parts of the wavefunction that will reach the target
region during the propagation at any time t ≤ T. Then, Ψ and
λnorm are propagated forward, λnorm with the same laser field
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ig. 3. Optimization scheme with a damping function G and a projection oper-
tor P.
k, Ψ with the new laser field εk+1, calculated during this simul-
aneous propagation:

k+1 = −s(t)

α0
Im〈λk

norm(t)|µ|Ψk+1(t)〉 (3)

Here again,Ψ k+1(t) is splitted into three parts and |Φk+1
s (t)〉 =

(1 − G)|Ψk+1(t)〉 is saved for the backward propagation and
o allow the target definition in the next iteration step.

. Control of the product yield

With this new optimization scheme, we implement in the
CT formalism a target definition on the ground state for pho-

ochemically driven reactive processes. In the following calcu-
ation, the initial wavefunction |Ψ (0)〉 is the vibrational ground
tate of isomer E and the target definition is the part of the elec-
ronic ground state belonging to isomer C (see Fig. 2b)). As
ealized in our case (Fig. 2), the target can now be defined inside
nd/or outside the region of the damping function.

After the photo excitation, the wavepacket leaves the
ranck–Condon region very fast, the only region where its
otion can be controlled by laser light. It enters the dark region

ncluding the conical intersections where no further manipula-
ion is possible. When the return to the ground state takes place
ia the conical intersections, we already showed that the relax-
tion does not occur in one rush, but in a stepwise process.
n alternative mechanism would be an all optical process like
pump–dump scheme [31] which is a fast and effective pro-

ess. In addition, this process is very appropriate for the optimal
ontrol algorithm, as it is the optical process which is directly
ddressable by the OCT algorithm. In comparison, the conical
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intersections are a feature of the system that cannot be con-
trolled but has to be used as it is. For clarification, consider
Eq. (3), where the formula for the optimized field is given: the
dipole moment connects the ground state of the initial wave-
function with the excited state of the target wavefunction (i.e.
the Lagrange multiplier) and vice versa. When Ψ (t) or λ(t) prop-
agate across a dark region, where the transition dipole moment
is zero, the electric field becomes zero, too. Potential features
inside this region therefore have only indirect influence on the
optimal field.

Other scenarios are possible, e.g. Fujimura and co-workers
[32] have recently demonstrated the control of the cis–trans iso-
merization of rhodopsin where the optimized pulse makes use of
the conical intersection by guiding the wavepacket in a localized
manner through it. In their example the conical intersection does
not lie in a dark region and the coupling between the electronic
surfaces is so strong, that almost all of the excited wavepacket
changes the adiabatic surface when it reaches the conical inter-
section.

Our experience with the ringopening system, where the con-
ical intersections lie in a dark region, shows that here the algo-
rithm rarely takes advantage of the conical intersections, but
usually prefers the faster optical way. However, a necessary con-
dition for the realization of the pump–dump process is, that at
least some minor parts of the wavepacket reach the transition
moment region in the excited state which leads to the target
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Fig. 4. XFROG representation of the optimized laser pulse including a zoom of
the pump pulse.

form towards the Franck–Condon region of isomer C within
few femtoseconds. There it localizes and 84% of the population
in the excited state are dumped to the ground state of isomer
C, leading to an absolute yield of 0.66. In our former control
approach using an intermediate target, the absolute yield is just
0.27, although the relative yield of isomer C is 91% [25]. The
small absolute value is mainly due to the parts of the wavepacket
which remain in the excited state because this approach relies
on the transfer through the conical intersections resulting in a
stepwise relaxation mechanism. Only the first steps can be con-
trolled, afterwards the control of the wavepacket is lost and the
natural branching ratio reappears.

In the pump–dump mechanism, the wavepacket is guided
through the dark region directly to the other transition moment
region without crossing the conical intersections. To reach the
transition region, the wavepacket needs an enhanced momentum

F Bohr
t e regi
somer in the ground state.
To facilitate a pump–dump mechanism, a long-range

ownchirp is used as the initial guess, such that a small fraction of
he wavepacket is dumped in the Franck–Condon region of iso-

er C. The optimization leads to a laser pulse with the following
eatures (see Fig. 4): a short pump pulse with an up-chirped fre-
uency progression is followed by an intense dump pulse which
onsists of two main frequencies. This laser pulse causes the fol-
owing dynamics of the wavefunction (see Fig. 5a)): during the
xcitation process, 81% of the population are transferred to the
xcited state where the wavefunction evolves in a very closed

ig. 5. Snapshots of the wavepacket in the excited state. The axes are given in
he optimized laser pulse. (b) After excitation with a simple downchirp. Here th
. The white lines indicate the electronic ground state. (a) After excitation with
on of the transition dipole moment of isomer C is missed.



286 D. Geppert, R. de Vivie-Riedle / Journal of Photochemistry and Photobiology A: Chemistry 180 (2006) 282–288

Fig. 6. The first three panels display the electric fields of the optimized pulse
(black) and the reconstructed dump pulse consisting of two sub pulses with dif-
ferent frequencies (grey). The upper left panel shows the sub pulse of higher
frequency, the upper right panel the sub pulse of lower frequency. The lower left
panel shows the complete reconstructed pulse and the optimal field. The pump
pulse cannot be reconstructed in a simple way and is therefore left unchanged.
The corresponding DFT spectra are given in the lower right panel. The dump-
ing can also be performed by a single Gaussian laser pulse (dotted line in the
spectrum).

in ϕ, which is provided by the optimal shaped pump pulse. For
comparison, the lower panels of Fig. 5 show the dynamics result-
ing after an excitation of the wavepacket by a simple downchirp
laser pulse. Here the wavepacket misses the Franck–Condon
region and therefore almost no dumping to the target region
is possible, but the wavepacket stays in the excited state much
longer and returns to the ground state via the conical intersec-
tions. Furthermore, the wavepacket is less localized, prohibiting
an instantaneous dumping.

5. Analysis of the optimized pulse and reconstruction

The resulting optimized field has a rather complex form,
but we will show that it is possible to simplify its structure.
The XFROG representation (Fig. 4) reveals that the dump
pulse exhibits two main frequencies. In addition, the DFT spec-
trum (Fig. 6, bottom right) reveals at higher frequencies (above
50,000 cm−1) a complex structure for the pump pulse. There-
fore we try a reconstruction of the dumping part of the pulse by
two separate Gaussian laser pulses with the corresponding fre-
quencies at the proper points in time. As they overlap in the time
domain, the splitting of the dump pulse into two parts is done in
the frequency domain. Back transformation into the time domain
reveals the exact time occurrence of these frequency compo-
nents. Both analyzed frequencies appear in the dump pulse and

with less intensity in the pump pulse, too. Similarly, the frequen-
cies of the pump pulse are present to some extent in the dump
pulse. In the reconstruction of the optimized pulse sequence the
pump pulse is left unchanged while the dump pulse is built up
from the two leading frequencies only, neglecting the higher
frequency components. The resulting dump pulse consists of
two simple Fourier limited laser pulses with the correct rela-
tive phase with respect to each other and to the pump pulse.
The upper graphs in Fig. 6 show these reconstructed pulses
(grey lines) together with the optimized pulse (black curve).
The third graph shows the laser field obtained by the addition of
these Gaussian pulses and the unchanged optimal pump pulse.
With this reconstructed laser pulse a quantum dynamical cal-
culation is performed. Of course, the pumping process and the
evolution of the excited state wavepacket are the same as in
the optimized case. The reconstructed pulse dumps 82% of the
excited wavepacket to the target region, which leads to an abso-
lute population in the regime of isomer C of 0.62. Considering
the simplicity of the reconstruction process, the target is reached
very well. Fig. 7 shows the wavepackets in the ground state
during the dump process. The smaller wavepacket in each pic-
ture represents the part of the initial wavefunction that was not
excited by the pump pulse but remains in the minimum of isomer
E (13%).

In previous investigations regarding molecular quantum gates
a distinct sensitivity of the fidelity on the carrier-envelope phase
(
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w at T
ig. 7. Snapshots of the wavepackets in the ground state during the dump pro
avefunction after dumping with the reconstructed pulse. All pictures are taken
CEP) of the sub pulses was reported [33,34]. To examine the
nfluence of the CEP in the present case we constructed dump
ulses with different CEPs: first, the CEPs of both sub pulses
ere changed to the same amount, then the CEP of only one sub
ulse was changed, leading to a different relative phase of the
wo sub pulses. The subsequent quantum dynamical calculations
ith these pulses revealed that the CEP has almost no influence
n the dumping process. This means that pump and dump pulse
ould be generated by different laser sources, only the time delay
as to be correct. Even a simple Gaussian dump pulse with a
ingle main frequency and a FWHM of 7 fs (Fig. 6, right bottom
anel, dotted line) leads to very good results: 77% of the excited
tate wavepacket are dumped, leading to an absolute population
f isomer C of 0.60. We think that the pulse duration of the single
ump pulse can be chosen longer, as long as the time delay to
he pump pulse is correct and the intensity is not high enough to
reate Rabi oscillations.

In contrast, it was not possible to reconstruct the pump pulse
ith simple laser pulses. It has to act on the wavepacket in a very

pecial way and to control the direction of the wavepacket’s

(a and b) The wavefunction dumped with the optimized pulse; (c and d) the
= 22 fs, i.e. after the maximum of the dump pulse.
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motion. Therefore we used the phase-sensitive variant of the
OCT algorithm to achieve full control over the wavepacket’s
movement [8]. Anyway, the spectrum of the reconstructed pulses
is simpler also in the higher frequency regime (cf. Fig. 6, right
bottom panel, grey curve), because the optimized dump pulse
included frequencies in this regime which are not necessary and
are therefore neglected in the reconstructed pulses. Neverthe-
less, a realization of the pump pulse seems possible as its mask
function consists of 46 pixels and exhibits two main frequencies.

6. Conclusion and outlook

In this work, we presented an optimization scheme which can
handle target definitions inside and/or outside a damping func-
tion. The target is also flexible with respect to time as the yield
includes the sum over all parts of the wavefunction that have
hit the target region during the propagation. With this scheme, a
ground state target can be defined for photochemical reactions
where vibrationally hot product states are formed intermediately,
without the necessity to include relaxation into other modes in
the system Hamiltonian. Thus, we can control the photochem-
ical ring closure reaction from the ground state of isomer E
via an excited electronic state exhibiting dark regions to the
ground state of the product isomer C. When OCT is applied,
the resulting optimized pulse follows a pump–dump sequence
where the conical intersections are not involved. Our pulse anal-
y
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The presented optimization scheme can also be used to define
the flux of the nuclear wavefunction through a part of an elec-
tronic surface as target. In that case, parts of the wavefunction
crossing the area of interest would have to be damped away and
saved for the backward propagation. With our algorithm, the
propagation time T can be chosen as long as computation time
allows. Thus the control of a stepwise mechanism is possible as
long as the wavefunction is accessible by laser light.
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